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We perform a comprehensive study of the static, dynamic, and electronic properties of liquid Bi at
T=600 K, �=0.02876 Å−3 by means of 124-atom ab initio molecular dynamics simulations based on PARSEC,
a real-space implementation of pseudopotentials constructed within the density-functional theory. The pre-
dicted results are in good agreement with available experimental data, thus confirming the adequacy of this
technique to achieve a reliable description of a nonsimple liquid metal such as liquid Bi, whose static structure
has reminiscences of the rhombohedral structure of the crystal. The calculated intermediate scattering function
F�q , t� shows at low-q values a strong diffusive component which imposes a slow decay of this function. The
dynamic structure factor S�q ,�� exhibits side peaks, indicative of collective density excitations, over a range
of wave numbers up to q�1.4 Å−1. Moreover, our simulations suggest an important “positive dispersion
effect” for the density fluctuations of around 20%. We have also investigated the relaxation mechanisms for the
density fluctuations by analyzing the different contributions to the second-order memory function of F�q , t�.
Our results suggest that the thermal relaxation is the slow decaying channel, whereas the viscoelastic relaxation
is the fast decaying channel. This behavior is just the opposite of that found in some liquid metals and may be
attributed to the semimetal character of Bi.
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I. INTRODUCTION

Molecular dynamics �MD� is a powerful simulation tech-
nique for the study of macroscopic and low-dimensional sys-
tems. MD results allow the assessment of the reliability of
available theoretical approaches, also affording information
on properties that would be very difficult or impossible to
determine experimentally or simply have not been measured.
In classical MD �CMD� simulations, the forces acting upon
the atoms/ions are derived from interatomic potentials, the
electronic degrees of freedom remaining hidden. By contrast,
in ab initio MD �AIMD� simulations the forces are derived
from electronic structure calculations which are performed as
the MD trajectory is generated. In recent years, there has
been a substantial increase in the application of AIMD meth-
ods based on the density-functional theory �DFT�.1,2 Given a
collection of atoms/ions at specified positions, the DFT al-
lows to determine their ground-state electronic energy as
well as the forces on them. Consequently, in DFT-based
AIMD simulations the atomic/ionic positions evolve accord-
ing to classical mechanics while the electronic subsystem
follows adiabatically.

This paper reports an extensive AIMD simulation study of
the static, dynamic, and electronic properties of liquid bis-
muth �l-Bi� at a thermodynamic state close to the melting
point �T=544 K�. Solid Bi, Sn, and As are semimetals that
crystallize in a rhombohedral structure, which may be re-
garded as a distorted simple cubic structure produced by an
elongation along one of the �111� directions. This leads to a
splitting of the first coordination shell into two subshells,
each one containing three atoms. It has been reported3 that

l-As has a structure remarkably close to that of the crystal,
whereas those of l-Bi and l-Sn still present similarities with
their respective crystal structures, although less pronounced
than in the case of l-As. Recently, it has been found that, at
ambient pressure and T�1013 K, l-Bi undergoes a
temperature-driven liquid-liquid structural transformation,
whose existence is supported by weak discontinuities in the
temperature dependence of the coordination number, density,
and heat capacity.4

The static structure factor S�q� of l-Bi at temperatures
near the melting point was determined by both neutron-
scattering �NS� �Refs. 5 and 6� and x-ray �XR� �Ref. 7� mea-
surements. S�q� shows an asymmetric main peak along with
a shoulder at its high-q side and the following oscillations
are also clearly marked. The associated pair-distribution
function g�r� shows a rather symmetric first peak and its
second maximum is shifted to relatively long distances com-
pared with the behavior of simple liquid metals �SLMs�. The
first comprehensive inelastic NS �INS� measurements on l-Bi
were performed by Dahlborg and Olsson8,9 at T=580 K.
They determined the dynamic structure factor S�q ,�� within
the range 0.5�q�7.2 Å−1, with the remarkable result of the
absence, for q�0.6 Å−1, of collective density excitations, as
evinced by side peaks in S�q ,��. Subsequently, these results
were questioned by the INS measurements made by Shibata
et al.10 for l-Bi at 673 K within the range 0.6�q�1.6 Å−1,
as they found side peaks in S�q ,�� for a wider q range,
namely, for q�1.2 Å−1. Sani et al.11 have recently per-
formed INS measurements for l-Bi at 580 K allowing to
determine S�q ,�� in the range 0.15�q�0.6 Å−1. The
analysis of these data revealed the existence of collective
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excitations along with a significant “positive dispersion ef-
fect” �i.e., an increase in the dispersion relation of the density
fluctuations with respect to the hydrodynamic linear-
dispersion relation� of �20%, which is of a magnitude simi-
lar to that found in other liquid metals.12,13

Several theoretical studies have been performed on the
static, dynamic, and electronic properties of l-Bi using both
semiempirical and more fundamental methods. Among the
semiempirical studies, it is worth to mention those that basi-
cally resorted to the simple hard-sphere �HS� model. For
instance, Umar and Young14 used the HS model with a pack-
ing fraction calculated within the framework of a variational
theory to obtain a reasonable estimate of S�q� at melting,
although it is known that the HS model can not account for
shoulders. The HS model was also used by Ascarelli15 to
obtain reasonable predictions of the isothermal compressibil-
ity and the velocity of sound.

CMD simulations on l-Bi were made by Dzugutov and
Dahlborg16 using an interatomic pair potential derived by an
iterative process which combines liquid state theories with
the experimental data for S�q�. Dzugutov and Dahlborg used
16 384 particles and the smallest attainable q value was
0.078 Å−1. The predicted S�q ,�� was in fair agreement with
the experimental data at T=580 K,8,9 although it showed
side peaks up to q=0.6 Å−1 only. The associated adiabatic
mode velocity had a hydrodynamic limit �q→0� value of
1520 m/s, somewhat smaller than the experimental result.
CMD simulations were also performed by Hafner and Jank17

in order to study some structural and electronic properties of
l-Bi near melting. Hafner and Jank used an interatomic po-
tential derived from a nonlocal pseudopotential with relativ-
istic core functions. Interestingly, the interatomic potential
used was purely repulsive at around the nearest-neighbor dis-
tance with a very small curvature. The main peak of their
predicted pair-distribution function g�r� was about 25%
higher than the experimental value and S�q� showed a peak
instead of the expected high-q shoulder. The calculated elec-
tronic density of states �DOS� showed a valence band with a
gap of �3 eV separating a s band at higher binding energy
and a p band at the Fermi level. More recently, Bryk and
Mryglod18 have used CMD simulations to investigate the
collective dynamics of l-Bi in terms of generalized collective
modes. They found that, beyond the hydrodynamic region,
the spectrum of the collective excitations had three branches
of propagating excitations, namely, the generalized sound
mode and two high-frequency kinetic branches. AIMD simu-
lations on l-Bi were performed some time ago by de Wijs et
al.19,20 using a nonlocal ionic pseudopotential, but they were
only concerned with the static and electronic properties.
Moreover, the study was carried out with only 60 particles at
a high temperature of 1000 K, and although the calculated
S�q� showed an overall good agreement with experimental
data, the main peak was too pronounced and its position was
slightly shifted to greater q values. To our knowledge, no
AIMD study has hitherto been performed on the behavior
l-Bi at thermodynamic states close to the melting point.

This paper reports the first comprehensive 124-atoms
AIMD study of l-Bi at T=600 K using PARSEC, a DFT-based
pseudopotential algorithm for real-space electronic
calculations.21 As it will be seen, the predicted results and

available experimental data are in good agreement, which
confirms the adequacy of this technique to achieve a reliable
description of the behavior of a non-SLM such as l-Bi, in-
cluding its dynamic properties. In particular, our results show
the existence of collective density excitations over a range of
wave numbers up to q�1.4 Å−1, which clarifies discrepan-
cies between the results of different INS measurements.8–11

The layout of the paper is as follows. In Sec. II we briefly
describe the formalism used in the present AIMD study, giv-
ing the technical details that are strictly necessary. In Sec. III
we present and discuss our structural, dynamical, and elec-
tronic results, comparing them with available experimental
data and with those of other simulation studies. Finally, in
Sec. IV, we summarize our main conclusions.

II. COMPUTATIONAL METHOD

One of the most successful ways for obtaining the elec-
tronic structure of matter has been the use of computational
approaches based on DFT. Among these approaches, real-
space pseudopotential techniques have recently attracted spe-
cial interest due to their computational advantages �see, e.g.,
Ref. 22�. Pseudopotential theory allows one to focus on the
chemically active valence electrons by replacing the strong
all-electron atomic potential by a weak pseudopotential,
which effectively reproduces the effects of the core electrons
on the valence states. This approximation significantly re-
duces the number of eigenpairs to be handled, especially for
heavier elements. Working in real space has a number of
points in its favor. First, implementation of these approaches
is simple: there is no “formal” basis, calculations being per-
formed directly on a real-space grid that does not depend on
ion positions; only one parameter, the spacing of the grid,
needs to be refined to control convergence. Second, real-
space methods are semilocal, which facilitates implementa-
tion on parallel computers. This makes such methods highly
attractive for computation of the electronic structure of large,
complex systems.

In this work, we adopted a real-space pseudopotential ap-
proach to study l-Bi. Specifically, we performed AIMD
simulations using the PARSEC code.21 In this method, the
Kohn-Sham equations are solved self-consistently on a rect-
angular three-dimensional real-space grid within a supercell
geometry.23 The core electrons were represented by norm-
conserving pseudopotentials generated for the reference con-
figuration �Xe� �4f14 5d10�6s26p36d05f0 using the Troullier-
Martins prescription24 with a radial cutoff of 3.0 a.u.
�1 a.u.=0.529 Å� for the s, p, d, and f channels. The poten-
tial was made separable by the procedure of Kleinman and
Bylander25 with the p potential chosen to be the local com-
ponent. The partial-core correction for nonlinear exchange
correlation was included. The local-density functional of
Ceperley and Alder26 was used as parameterized by Perdew
and Zunger,27 and the single � point was employed in sam-
pling the Brillouin zone. A spacing of 0.64 a.u. was used for
constructing the real-space grid. Calculations were per-
formed for a thermodynamic state of l-Bi characterized by
the number density �=0.02876 Å−3 and the temperature T
=600 K ��50 K above the melting point�. 124 atoms were
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placed at random in a cubic supercell; the cell was coupled to
a virtual heat bath via the Langevin equation of motion28 and
was heated to far above the target temperature in order to
eradicate any memory of its initial configuration; the tem-
perature was then set to 600 K, the system allowed to stabi-
lize, and gradually decoupled from the virtual heat bath; and
finally an AIMD simulation run was performed over 8000
time steps �40 ps of simulated time�, ion dynamics being
generated using the Beeman algorithm29 with Hellmann-
Feynman forces.30 Only data from this latter simulation run
were used in calculating the static, dynamic, and electronic
properties reported below.

III. RESULTS AND DISCUSSION

A. Static properties

Figure 1 shows the static structure factor S�q� obtained in
our AIMD simulations of l-Bi at T=600 K. It has a main
peak centered at qp�2.15 Å−1, a shoulder and the subse-
quent oscillations are clearly marked. The computed S�q�
agrees very well with the experimental NS �Refs. 5 and 6�
and XR �Ref. 7� data near melting.

The existence of the shoulder suggests a closer analysis of
S�q� in terms of the bonded-atoms structure factor S�q ,rb�,
which is calculated as S�q� but only considering those atoms
with one or more neighbors within a distance rb. The com-
puted S�q ,rb� is shown in Fig. 1 for several values of rb. The
main peak of S�q ,rb� for rb�2.87 Å is at the position of the

shoulder in the full S�q�, but around rb=2.96 Å a second
peak emerges at a smaller q value, which grows as rb in-
creases so as to become the main peak of S�q�. This behav-
ior, which has also been found in AIMD simulations of
l-Ga,31,32 l-Si,32 and l-Sn,33 suggests that the shoulder in S�q�
is closely related to the existence of atoms separated by less
than some critical distance, which for l-Bi is �2.87 Å. In
those AIMD studies, it was found that at such separation the
electron density along the line joining the atoms displays a
charge accumulation resembling a covalent-bonding charge,
which was interpreted as a signature of a short-lived di-
atomic molecular unit. We have also performed AIMD cal-
culations for the Bi2 dimer using PARSEC to obtain a bond
length of �2.60 Å. Calculations performed by Gao et al.34

using the VASP code gave a similar value of �2.66 Å.
Closely related to S�q� is the pair-distribution function

g�r�, which provides additional insight into the short-range
order in the liquid. The experimental g�r� has a symmetric
main peak located at rp�3.25 Å followed by a shoulder and
the minimum is located at �5.5 Å while the second maxi-
mum is at �6.5 Å.6,7 Figure 2 shows a fair agreement be-
tween our computed g�r�, which has the main peak at
�3.30 Å, and the experimental data. To evaluate the aver-
age number of nearest neighbors �also known as the coordi-
nation number, Nc� a number of ways have been proposed.35

Integration of the radial distribution function �RDF� G�r�
=4�r2�g�r� up to the position of its first minimum, Rmin
=3.95 Å, leads to the value Nc�7.4. Another possibility
would be to identify Rmin with the position of the first mini-
mum of g�r�, i.e., Rmin=4.1 Å, which gives Nc�8.0.

We have also analyzed the distribution of nearest neigh-
bors, as predicted by our AIMD simulations. To this end, we
have resorted to McGreevy’s ideas,35 where the basic mag-
nitude is the partial RDF Gi�r� �i=1,2. . .�. Gi�r� is related to
the probability of finding the ith neighbor of a particle at a
distance r, so that G�r�=�iGi�r�. The borderline between
two coordination shells is suggested to be located at that
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FIG. 1. Bonded-atom structure factor S�q ,rb� obtained in our
AIMD simulations of l-Bi at 600 K �solid lines�; the numbers de-
note the values of rb in angstrom, and the vertical dotted lines are
drawn at the q values corresponding to the positions of the peak and
the shoulder of S�q�. Open and full circles: experimental NS data
for S�q� from Dalhborg and Davidovič �Ref. 6� at 566 K and North
et al. �Ref. 5� at 573 K, respectively. Diamonds: XR data at 573 K
from Waseda �Ref. 7�.
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Gi�r� whose peak height is a minimum and the average width
at half height is a maximum. From the computed Gi�r�, plot-
ted in Fig. 2, we have found that both conditions are met for
G8�r�, so that we may conclude that Nc�8. The calculation
of the mean values ri for each Gi�r� gives a range of values
going from r1�3.03 Å to r8�4.0 Å. Moreover, given the
weak structure exhibited by g�r� in the region corresponding
to the shell of second-nearest neighbors, we have also plotted
in Fig. 2 the corresponding Gi�r�. According to the previous
criterion, this shell is composed of ten atoms, comprising
from G9�r� to G18�r�, with an associated range of values
from r9�4.17 Å to r18�5.36 Å. A more detailed analysis
of the Gi�r� allows to distinguish two subshells: one from i
=1 to i=4, where the distance between the consecutive ri is
�0.1 Å, and a second group from i=5 to i=8, where the
distances between the ri’s is �0.2 Å. Besides, for the first
subshell, adding G1�r� up to G4�r�, we find a mean value for
the position rsh,1�3.18 Å and for the second one, which has
four neighbors, rsh,2�3.73 Å. This substructure is reminis-
cent of the rhombohedral structure of the crystal, where the
first coordination shell is decomposed into two subshells
containing three atoms each, located at distances �3.1 Å,
and �3.5 Å, respectively.

The bond angle distribution function g3��� gives informa-
tion about the distribution of bond angles defined by atoms
up to a distance which we have taken as Rmin=4.1 Å. The
calculated g3���, shown in the inset of Fig. 2, exhibits two
distinct peaks at �56° and 92°.

We have analyzed the correlations between the valence
electrons and the Bi5+ ions. This is usually quantified by the
electron-ion pair-distribution function gei�r�, defined as

gei�r��in0� =��
j=1

N

n�r + R j�	 , �1�

where �i is the average ionic number density, n�r� the va-
lence electron density, n0 the average electron density, R j the
ionic positions, and 
¯ � stands for the ensemble average.
The ionic core is represented by a pseudopotential, so that
the electronic charge density is only accurate outside this
region. Nevertheless, the inaccuracy is limited to a region of
about 0.7–0.8 Å around the atomic nucleus and has no con-
sequences on the charge density at larger distances, espe-
cially in the region which is important for cohesive and
structural properties. The computed gei�r�, which was ob-
tained as an average over six configurations, is shown in Fig.
3. It has a marked peak at �0.9 Å; followed by rather weak
oscillations. It practically coincides with that obtained by
Wijs et al.,19,20 except for the position of the main peak.
Takeda et al.36 have obtained an experimental gei�r� from the
differences between the values of S�q� determined by XR
and NS experiments. This is a very delicate task as it in-
volves subtracting two very similar magnitudes and then tak-
ing its Fourier transform �FT�, and their result is plotted in
Fig. 3 for comparison. The experimental gei�r� has a first
peak whose position practically coincides with that of our
AIMD calculations but this is the only common feature be-
cause the experimental data show strong oscillations.

B. Dynamic properties

1. Single-particle dynamics

The self-intermediate scattering function Fs�q , t�
describes the single-particle dynamics over different length
scales, ranging from the hydrodynamic regime �small q, long
t� to the free-particle regime �large q, short t�. For homoge-
neous and isotropic systems, it depends only on q= �q� and is
defined as Fs�q , t�= 
exp�−iq ·	R�t���, where 	R�t�=R�t�
−R�0� and the average 
¯ � is over particles, time origins
and wave vectors with the same modulus. The theoretical
analysis of Fs�q , t�, and other time correlation functions, has
usually been aided by the introduction of the corresponding
memory functions, defined through the Volterra-type equa-
tion

dFs�q,t�
dt

= − 

0

t

d
Ms�q,
�Fs�q,t − 
� , �2�

where Ms�q , t� is the first-order memory function. The
second-order memory function, Ns�q , t�, is defined as the
first-order memory function of Ms�q , t�. The relations be-
tween the Laplace transforms of the corresponding functions
are

F̃s�q,z� =
Fs�q,0�

z + M̃s�q,z�
, M̃s�q,z� =

Ms�q,0�

z + Ñs�q,z�
, �3�

which can be reiterated leading to a continued fraction
representation of the functions. The initial �t=0� values in
the numerators can be written in terms of the so-called fre-
quency moments, which are related to the initial values of
the even-order derivatives of the correlation function. These
can be directly computed in a simulation run, because they
can be expressed as averages of magnitudes involving
atomic positions, velocities, and accelerations �and further
derivatives for sixth or higher frequency moments�.
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Within mode-coupling theories,12 the second-order
memory function is usually decomposed into several terms,
each one related to a different relaxation mechanism for the
magnitude under study. In this context, exponential functions
play a prominent role due to their convenient analytical prop-
erties in the Laplace domain. Moreover, they can describe
both monotonic or oscillating functions if real or complex
exponents and amplitudes are considered �complex-
conjugate pairs in the latter case�. For instance, the viscoelas-
tic scheme of Copley and Lovesey37 assumes a single �real�
exponential form for Ns�q , t�. On the other hand, the simpli-
fied mode-coupling approach of Gaskell and Miller38 takes
Ms�q , t� as a sum of two contributions, one arising from cou-
plings with longitudinal currents and the other from cou-
plings with transverse currents. The former always leads to
an oscillatory term, reflected in a high-frequency peak in the
time FT of Ms�q , t�, whereas the latter turns into a low-
frequency peak which, for some systems, can go to zero
frequency. Using our AIMD results, we computed Fs�q , t�
and Ms�q , t�, and this latter was fitted to a sum of four expo-
nential functions which, in principle, comprised two pairs of
complex-conjugate terms corresponding to the high- and
low-frequency components. The best fit was consistently ob-
tained with the low-frequency equal to zero. In Appendixes
A and B we specify more details about several technical
aspects, such as the calculation of the memory functions, the
analytical expression of the model, the constraints imposed,
and the general form that Fs�q , t� and Ns�q , t� take within this
model. Here, we just show the results for one q value �see
Fig. 4� and pinpoint two consequences of the model. First,
Fs�q , t� is comprised of five exponentials, one of them real,
which overwhelmingly dominates for small q values, and
two pairs of complex-conjugate terms whose amplitudes are
very small, but whose contribution at short times is essential
to obtain a well-behaved Fs�q , t�. Second, Ns�q , t� is com-
prised of three exponential functions, one real and a pair of
complex-conjugate terms, i.e.,

Ns�q,t� = Ae−Bt + e−Ct�E cos�Ft� + G sin�Ft�� . �4�

This represents a modification over the viscoelastic model
and, as shown in Fig. 4, gives an excellent description of the
AIMD results for l-Bi.

The velocity autocorrelation function �VACF� is defined
as Z�t�= 
va�t� ·va�0��, where va�t� is the velocity of a tagged
ion in the fluid and angle-brackets indicate an ensemble av-
erage. The VACF can be also obtained from Z�t�
=limq→0 Ms�q , t� /q2. The first-order memory function of
Z�t� is therefore directly connected to Ns�q , t� for q→0. Fig-
ure 5 shows the calculated Z�t� along with its FT, Z���,
known as the power spectrum. Z��� has a two-peaked shape.
The expression used to model Ms�q , t� leads, for q→0, to a
similar formula for Z�t�, and consequently to an analytical
expression for Z���, which reproduces the computed values.
The high-frequency peak arises from the oscillatory term in
Eq. �B1� of the Appendix B, while curiously the low-
frequency peak arises from the opposite sign contribution of
the two other terms that appear in the zero-frequency com-
ponent of the model. Z�t� exhibits the typical backscattering
behavior with a clear first minimum and subsequent oscilla-
tions which are rather weak. This behavior is related to the
so-called “cage effect,” but whereas the closed-packed struc-
ture of SLMs yields a strong backscattering,12 the more open
structure of l-Bi �Nc�8� induces a weaker cage effect and a
dampening of the oscillations in Z�t�. An estimate of the
frequency at which a given particle is vibrating within the
cage can be achieved by the short-time expansion39 Z�t�=1
−�E

2 t2 /2+¯, where �E is the so-called “Einstein frequency”
of the system, whose value, obtained from the frequency
moments, is �E=11.6 ps−1. For comparison, we mention
that from the fourth frequency moment of the experimental
dynamic structure factor and using some approximations,
Dahlborg and Davidovič6 and Dahlborg and Olsson8 have
obtained the values �E�9.7 ps and 13.0 ps−1, respectively.
Within the mode-coupling theory, and in the context of the
previously mentioned approach of Gaskell and Miller38 for
Ms�q , t�, these authors developed a representation of Z�t� as
sum of two contributions arising from the coupling of the
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single-particle motion to the collective longitudinal and
transverse currents. Therefrom, the existence of a low-
frequency �smaller than �E� peak in Z��� can be traced back
to the transverse current component and is related to the
ability of the liquid to sustain shear modes. On the other
hand, the other peak appearing at the higher frequency
�greater than �E� is shown to be a consequence of the cou-
pling of the particle velocity to the longitudinal current.
Some recent studies about the relative contribution of both
components to Z��� have been performed in the case of
liquid Si at different thermodynamic states.40

The self-diffusion coefficient D was found to be
0.191�0.005 Å2 /ps when calculated by either the time in-
tegral of Z�t� or from the slope of the mean square ion dis-
placement function r2�t��
	R�t�2�. There is some scatter in
the reported experimental data at melting, namely, 0.167,
0.256, and 0.377 Å2 /ps.41–43 Our predicted value agrees
with the lowest experimental data �take into account the
somewhat higher temperature of the simulations�. Sani et
al.11 have recently estimated a value of D on the basis of
their INS measurements of S�q ,��, whose quasielastic part
was modeled in terms of two Lorentzian functions, one of
them accounting for the diffusive process. From this scheme,
they reached the value 0.167 Å2 /ps. The value obtained by
de Wijs et al.19,20 from their AIMD simulations of l-Bi at
1000 K was 0.3 Å2 /ps.

2. Collective dynamics

The collective dynamics of density fluctuations in liquids
is usually described by means of the intermediate scattering
function F�q , t�, defined as

F�q,t� =
1

N���
j=1

N

e−iq·Rj�t+t0����
l=1

N

eiq·Rl�t0��	 , �5�

where N is the total number of particles and R j�t� is the
position of the jth ion at time t. The FT of F�q , t� into the
frequency domain leads to the dynamic structure factor
S�q ,��, which is directly related to the intensity of scattering
in INS or inelastic XR experiments. Another important mag-
nitude connected to the density fluctuations is the current due
to the overall motion of the particles, defined as

j�q,t� = �
a=1

N

va�t�exp�iq · Ra�t�� , �6�

which is usually split into a longitudinal component jL�q , t�,
parallel to q, and a transverse component jT�q , t�, perpen-
dicular to q. The longitudinal and transverse current correla-
tion functions are obtained as

CL�q,t� =
1

N

jL�q,t�jL

��q,0�� �7�

and

CT�q,t� =
1

�2N�

jT�q,t�jT

��q,0�� . �8�

The corresponding time FTs give the associated spectra
CL�q ,�� and CT�q ,��, with CL�q ,��=�2S�q ,��. From the

configurations generated in our AIMD simulations, we have
calculated the above-mentioned dynamical properties of l-Bi
at T=600 K, and those are reported below. The calculation
of correlation functions of collective magnitudes suffers
from poor statistics in comparison to one-particle properties
because it is only possible to take one average for each con-
figuration. This means that longer simulation runs are needed
to obtain collective properties than single-particle properties.
Moreover, if the dynamics of the system shows some kind of
“nonsimple” behavior, even longer runs are needed. This has
shown to be the case for liquid Bi, where we needed 8000
configurations in order to obtain well-converged results for
the F�q , t� functions at short and intermediate times. It is in
these long runs that the efficiency of the PARSEC code in
parallel computations shows its full potential. Nevertheless,
the tails of some of the F�q , t�, especially those that decay
more slowly, still show some noise.

To analyze the mechanisms influencing the collective dy-
namics of l-Bi we have resorted again to the same theoretical
approach used in the analysis of the single-particle dynamics,
i.e., from the AIMD-derived F�q , t� we have calculated its
first- and second-order memory functions, M�q , t� and
N�q , t�, fitting M�q , t� to a model similar to that used for
Ms�q , t�; additional details are given in Appendix C. In pass-
ing, we note that this procedure also tackles adequately the
remaining statistical noise of F�q , t�.

Figure 6 shows an illustrative sample of the computed
F�q , t� of l-Bi at T=600 K for several wave vectors. For q
� �3 /5�qp=1.4 Å−1, F�q , t� shows a damped oscillatory be-
havior superimposed on a strong diffusive component which
yields a slow decay of this function. A similar diffusive be-
havior has been observed in other liquid metals such as
l-Si,32 l-Ge,44 l-Sn,33 l-Pb,45 and l-Hg.46 On the contrary, for
SLMs �liquid alkalis, alkali earths, and Al� near melting and
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present AIMD results. Full lines: fittings of the AIMD results to the
analytical model indicated in the text.
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for an equivalent q range, the diffusive component is weak
and the associated F�q , t� displays marked oscillations
around zero.47–53 We note that this behavior of the AIMD
F�q , t� for l-Bi is very different from that derived from CMD
simulations,18 where large oscillations and even negative val-
ues were found for F�q , t�. This discrepancy underlines some
of the limitations inherent to an interatomic pair-potential
model of l-Bi, even if the pair potential is constructed so as
to reproduce the experimental static structure factor. Figure 6
provides a comparison between our AIMD results for F�q , t�
and the curves obtained by fitting them to the analytical
model. Notice that the main effect of the fitted curves is to
impose, for intermediate and long times, a smooth decay on
F�q , t�.

From the computed F�q , t�, we have calculated the spectra
S�q ,�� by direct numerical time FT and by resorting to the
analytical time FT of the model, both routes leading to very
similar results. Figures 7–9 show the calculated S�q ,�� for
several values of q, together with the INS experimental
data.8,10,11 We observe side peaks, indicative of collective
density excitations, up to q��3 /5�qp�1.4 Å−1, and for
greater q values S�q ,�� shows a monotonic decreasing be-
havior. Although there is qualitative agreement between

simulations and experiments, some discrepancies are visible,
especially in the contact values S�q ,0�. We note, however,
that there are noticeable disagreements among the different
sets of experimental data. Specifically, in the INS measure-
ments of Dahlborg and Olsson8,9 side peaks in S�q ,�� were
found for q�0.6 Å−1 only, whereas in the INS measure-
ments by Shibata et al.10 they were found up to q=1.2 Å−1.
Moreover, the comparison between the INS data of Shibata
et al.10 and Sani et al.11 for S�q ,�� at q=0.6 Å−1 shows
notable differences, specially for the contact value.

The INS measurements of Sani et al.11 for l-Bi at T
=580 K allowed to determine S�q ,�� within the range
0.15�q�0.6 Å−1. These results were analyzed by model-
ing S�q ,�� in terms of two Lorentzian functions to describe
the quasielastic part and a damped harmonic oscillator
�DHO� to account for the purely inelastic part. Their results
for the inelastic term revealed the existence of propagating
collective excitations. By identifying the DHO frequency to
that of the inelastic peaks, a dispersion relation �l�q�
=qcs�q� was obtained, in which cs�q� is a q-dependent sound
velocity and �l�q� is the frequency at which the longitudinal
current correlation function CL�q ,��=�2S�q ,�� attains its
maximum. Their calculated values for cs�q� change from
�1680�80 m /s �at q→0� to a maximum of
�2005�120 m /s �at 0.3�q�0.6 Å−1�. This value implies
a significant “positive dispersion effect,” i.e., an increase
with respect to the hydrodynamic adiabatic velocity value, of
�20%, which is in line with the values already found for
other liquid metals12,13 �the experimental adiabatic sound ve-
locity of l-Bi at melting is �1640 m /s; Ref. 54�.

We have evaluated a dispersion relation, shown in Fig. 10,
for the density fluctuations using the positions, �m�q�, of the
side peaks of our AIMD results for S�q ,��, obtained as the
numerical FT of the F�q , t� functions. Unfortunately, the
small size of the simulation box implies that the smallest
attainable q value �qmin=0.386 Å−1� is not small enough to
allow a precise quantitative estimate of cs�q→0�. However,
an approximated value may be extracted from the position of
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the side peak in S�qmin,��, which gives cs�qmin�
=1620�150 m /s. Moreover, our results also point to some
positive dispersion effect in our calculated dispersion
relation with a maximum of �2070�150 m /s at q
�0.65 Å−1. It is interesting to note the rather flat shape of
the dispersion for q values between 0.75 and 1.4 Å−1.

To properly compare our results with Sani et al.’s experi-
mental data,11 we have determined the dispersion relation
from the maxima of CL�q ,��, as obtained by our AIMD
simulations. Thus, we have derived a relation �l�q� which
closely follows Sani et al.’s results, as it can be seen in Fig.
10. We have also plotted in this figure the results obtained for
�L�q�=���4��q� /��2��q� from the frequency moments. For
small q it goes linearly to zero, and its slope is called the
“infinite frequency” speed of sound, which is usually close to
the maximum velocity associated to the positive dispersion
effect. Note that the flatness of the dispersion indicated
above is already present at the level of �L�q�. The estimate
for the positive dispersion and the value cs�qmin�
=1750�100 m /s are similar to the data of Sani et al.11 It
may be noted that in a small q range around 2.0 Å−1 two
peaks appear in CL�q ,��. In fact, there is a larger q region
surrounding this one where CL�q ,�� shows a peak and a
shoulder, although Fig. 10 only displays the positions of the
peaks. We have also used the same model as Sani et al.11 to
fit the inelastic component of our calculated S�q ,��. The
results for the frequency virtually coincide with the maxima
in CL�q ,��.

Sani et al.11 have also reported the ratio between the
damping rate and the frequency obtained from their fit, with
values between 0.4 and 1.1, while other polyvalent metals
show ratios between 0.3 and 0.6. In order to find the origin of
this unique feature of l-Bi we must first analyze the different
terms that contribute to F�q , t�.

To this end, it would be very useful to apply some theory
that enables disentangling their physical origin. For instance,

for small q values the hydrodynamic theory,39 using as vari-
ables the conserved ones, i.e., the density, the longitudinal
current, and the energy density, explains the main features of
F�q , t� and the origin of the “modes” that contribute to them,
namely, sound propagation and thermal diffusion. For greater
q values other variables, besides the hydrodynamic ones,
start to contribute to the behavior of the correlation func-
tions. Some theories, such as the generalized collective
modes �GCM� approach,55 through the inclusion of noncon-
served variables, allow the extension of the hydrodynamic
formalism outside the small q regime, and then, through the
evaluation of eigenvalues of a generalized hydrodynamic
matrix, find the time dependence of the different modes that
contribute to the correlation functions, and, from the corre-
sponding eigenvectors, their strength and physical origin. In
principle, the GCM approach can be used with an arbitrary
number of dynamic variables, which may or may not include
all the hydrodynamic ones. For instance, using the density,
the longitudinal current, and the time derivative of the lon-
gitudinal current �and excluding the energy density� leads to
the so-called viscoelastic model. These variables are deter-
mined only by the positions, velocities, and accelerations of
the particles, so they are readily available from any MD run.
Also, higher derivatives have been considered in specific ap-
plications. However, the inclusion of the energy density, its
time derivative, and sometimes also higher-order derivatives
is usually required in order to obtain a good agreement be-
tween the results of the GCM model and the numerically
computed ones. The evaluation of these variables, in the
present formulation of the theory, requires to assign an en-
ergy to each particle of the system; this is easily done for
systems whose particles interact through pairwise additive
potentials, but it is not possible for systems whose potential
energy depends globally on all of the atomic positions, as is
the case of ab initio MD simulations. So, although physically
appealing, the most general GCM approach cannot be used
for the analysis of our simulation results.

Notwithstanding this, it is known that an n-variable GCM
model leads to a mathematical expression of F�q , t� as a sum
of n exponential functions. Therefore, our fitting model �see
Appendix C� is mathematically equivalent to a five-variable
GCM approach. Of course, fitting precludes the direct deter-
mination of the physical origin of the different modes ap-
pearing in the behavior of the correlation functions, as even
the dynamic variables are not specified, but it does enable the
calculation of the time dependence and strengths of these
modes. It is only through comparison with the results of
simplified models, or with the known behavior of the differ-
ent modes in other systems, that one can suggest the origin
of the modes found in the fitting process.

Figure 11 shows the damping rates of the different modes
appearing in the analytical expression of our model F�q , t�,
as well as the corresponding frequencies, and Fig. 12 shows
the amplitudes of these modes. The largest amplitude and
smallest decay rate correspond to a diffusionlike term that,
therefore, dominates the overall slowly decaying shape of
F�q , t�. Moreover, it attains a maximum strength at q values
near the main peak of S�q�; this is the typical behavior of a
structural relaxation mode.

Concerning the propagating modes, there is a high-
frequency one in the whole q range, while a low-frequency
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FIG. 10. �Color online� Dispersion relation for l-Bi at 600 K, as
obtained from our AIMD calculations from the positions of the
inelastic peaks in S�q ,�� �open circles� and from the maxima in the
spectra of the longitudinal current CL�q ,�� �diamonds�. The filled
circles with error bars are the INS data from Sani et al. �Ref. 11�.
The open squares are the results of fitting the inelastic line of the
AIMD S�q ,�� to the model used by Sani et al. �Ref. 11�. The line
shows the values of �L�q�.
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mode, present at small q and near the main peak of S�q�,
disappears in the region 1�q�2 Å−1, where it is replaced
by a diffusionlike mode. Notice that when only one propa-
gating mode exists, it has a larger amplitude than the diffu-
sivelike term. However, when the low-frequency mode ex-
ists, it dominates over the high-frequency one. This is the
case for q→0, where we observe that the amplitude of the
high-frequency mode becomes very small, which is a signa-
ture of a kinetic �nonhydrodynamic� mode.

The overall picture of frequencies and damping rates as a
function of q is rather different from the picture usually ob-
served for one-component liquids. In those cases where a
five-variable GCM analysis has been performed,56 it has
been shown that in the hydrodynamic limit one should find

the hydrodynamic modes �sound propagation and thermal
diffusion� and two more kinetic diffusionlike modes: the
structural relaxation mode and another heat relaxation mode.
This behavior is certainly not found in our data. But this
simply means that the hydrodynamic regime is far from be-
ing accessible to our simulations. For larger q values, the
five-variable GCM model has been found to lead to two
propagating modes �sound and heat waves� and the structural
relaxation mode.56 This is the kind of behavior we observe in
liquid Bi, except in the region between 1 and 2 Å−1, where
there is a “propagation gap” for one of the modes. Neverthe-
less, the obtained wave-vector variation in the frequencies, in
particular, its flatness, is also quite different from that found
for the systems where sound and heat waves have been ex-
plicitly identified with the GCM model. In order to shed
some more light into the problem, we have made a GCM
viscoelastic calculation. It is known that this model leads to a
structural relaxation mode and a propagating mode, akin to
sound propagation.57 These results are also shown in Fig. 11.
We observe that in the whole q range the “viscoelastic struc-
tural relaxation� damping rate is very close to the one found
in the fitting procedure, thus buttressing the interpretation of
the latter as a structural relaxation mode. In the q region
between 0.75 and 1.8 Å−1 the “viscoelastic sound” mode is
close to our high-frequency one, both in frequency and
damping rate, being also quite flat with respect to wave-
vector variation. We therefore suggest that in this q range our
high-frequency mode is dominated by density fluctuations,
behaving like “typical” sound propagation in other liquids.
Outside this region, and, in particular, for q�0.6 Å−1, there
is an important coupling with other variables �the energy
density being an obvious candidate� that leads to the appear-
ance of two propagating modes, and makes the behavior of
F�q , t� in this q regime rather more complex than in other
liquid metals, which is indeed consistent with the experimen-
tal findings of Sani et al.11

The ratios between the damping rates and the frequencies
of these two propagating modes found from our analysis are
shown, together with Sani et al.’s data, in Fig. 13. We recall
that the low-frequency mode dominates in the low-q region,
where we observe that our model produces even larger ratios
than the experiment. However, for larger q, where the high-
frequency mode dominates and the low-frequency mode dis-
appears, the damping ratio is rather q independent, with val-
ues around 0.4–0.6, quite in line with other polyvalent
metals. We note that if we fit our results to the model used by
Sani et al., we obtain basically the same values as they did.
The reason for the difference between our results for the
dominating low-frequency mode ratio and those of the fit to
the model of Sani et al. lies in the neglect of a frequency-
dependent term in their model �see Appendix C�, which leads
to an effective damping rate smaller than the real one.

The nature of the different relaxation mechanisms for the
density fluctuations that finally lead to F�q , t� is analyzed
through the behavior of the different terms appearing in the
second-order memory function N�q , t�. In the hydrodynamic
region �q→0�, the linearized hydrodynamic theory states
that N�q , t� is comprised of a slowly decaying exponential
term, due to thermal relaxation, and an instantaneous Dirac
delta term related to viscous relaxation. An extension of this
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model to larger q values leads to the so-called “generalized
hydrodynamic theory,” where the different thermophysical
parameters become q dependent, and where the instanta-
neous viscous relaxation is substituted by a viscoelastic fast
decaying exponential. In the case of liquid metals, there is
some debate on whether or not the thermal relaxation term
should include the contribution of the valence electrons to
the thermal diffusivity. Indeed, the generalized hydrody-
namic picture has been challenged for the case of liquid met-
als, where the full thermal diffusivity is very high, so that
thermal relaxation becomes the fast decaying channel and
the viscoelastic relaxation turns out to be the slow
mechanism.13 This does not alter the general shape of the
dynamic structure factor for small q, where a quasielastic
and an inelastic line still appear, but relates the damping of
the quasielastic line to viscoelastic magnitudes and not to the
thermal diffusivity. Some support for this idea has recently
been provided by some AIMD simulations of l-Hg near
melting.46 However, l-Bi is not a “good” metal �in the solid
phase it is, in fact, a semimetal�, and this means a lower
thermal diffusivity. Therefore, it is interesting to analyze if
the thermal relaxation is the fast or the slow channel. As we
show in Appendix C, the model we are using leads to an
N�q , t� with a slow exponential term and a fast component
which, however, can be composed of two real exponentials,
one real exponential and a Dirac delta term, or a fast decay-
ing damped oscillatory term, depending on the q range �in
the particular case of small q, the latter is found�. In the
generalized hydrodynamic picture, the amplitude of the slow
channel is related to the generalized specific heat ratio ��q�
�which for q→0 becomes �=Cp /Cv, as specified in Eq. �C4�
of Appendix C�. On the other hand, if the slow channel is
associated to viscoelastic relaxation the relation between its
amplitude and ��q� is different, as given in Eq. �C5�. Figure
14 shows the q dependence of ��q� obtained from both pos-
sibilities. Few direct calculations of ��q� from the hydrody-
namic time correlation functions are available in the litera-
ture. For the particular case of liquid metals, we are only
aware of results for l-Bi,18 l-Li,58 and l-Pb,59 obtained from

CMD simulations. The picture yielded by these calculations
was that ��q� starts at the thermodynamic value of � for
q=0, then decreases to values near 1, and finally increases
only in the region around qp. The thermodynamic value of �
for l-Bi at melting, shown in Fig. 14 with an arrow, is 1.15.
According to this figure, the assumption of relating the slow
relaxation channel to thermal relaxation seems most plau-
sible. First, because it can be extrapolated smoothly to the
thermodynamic value, and second because the variation with
q, even if different from that found from pair potential stud-
ies, does not show a large increase at intermediate q values,
but remains rather constant. So, within the limitations im-
posed by the fact that the smallest q value attainable in the
simulations is not really very small, that the simulation time
is long for standard AIMD but short for standard CMD simu-
lations, and especially by the fact that we are modeling and
not making direct calculations of ��q�, our results suggest
that in the case of l-Bi thermal relaxation is the slow channel,
which is different from the results obtained by AIMD simu-
lations of l-Hg �Ref. 46� and from the analysis of some ex-
perimental measurements of other liquid metals.13

The transverse current correlation function, CT�q , t�, is not
directly linked to any measurable quantity, but it can be de-
termined by means of computer simulations or some theoret-
ical model. It gives information on the shear modes and its
spectrum, CT�q ,��, when plotted as a function of �, may
show peaks within some q range, which are connected with
propagating shear waves. This is shown in Fig. 15 which
depicts both correlation functions for a wide range of q val-
ues. The CT�q ,�� display peaks for a wide range, namely,
0.2qp�q�3.0qp, which is comparable to what has been
found in SLMs.12 In passing we note that there is no peak for
the smallest attainable q, namely, q=0.386 Å−1. The shear
viscosity coefficient 
 can be calculated from CT�q , t� and
details of the method are given in Refs. 12 and 47. Our
AIMD calculations lead to the value 
=1.70�0.10 GPa ps.
The experimental value for l-Bi at melting �T=544 K� is

=2.10�0.02 GPa ps,60 which when extrapolated60 to the
temperature used in the present study, T=600 K, gives 

=1.78�0.02 GPa ps.
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FIG. 13. �Color online� Damping ratio 2� j /� j as obtained by
Sani et al. �Ref. 11� �circles�, from the high-frequency mode �down
triangles�, from the low-frequency mode �up triangles�, and from
the fit of our AIMD data to the model used by Sani et al. �Ref. 11�
�squares�.
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FIG. 14. Circles: ��q� values obtained by assigning a thermal
origin to the slow relaxation channel in N�q , t�. Squares: values
obtained by assigning a viscoelastic origin to the slow relaxation
channel. The arrow indicates the thermodynamic value of �.
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Within the context of the Brownian motion of a macro-
scopic particle of diameter d in a liquid of viscosity 
, the
Stokes-Einstein relation 
D=kBT /2�d, where kB is the Bolt-
zmann constant, provides a connection between 
 and the
self-diffusion coefficient D. Although approximate when ap-
plied to atoms, this relation has been used to estimate 
 �or
D� by identifying d with the position of the main peak of
g�r�. The present calculations give d=3.30 Å, which com-
bined with our AIMD value D=0.191 Å2 /ps leads to an
estimate 
=2.09 GPa ps. Although this result is somewhat
larger than that obtained above, it still supports the validity
of using the Stokes-Einstein relation for atoms.

C. Electronic properties

Figure 16 shows the single-particle electronic DOS com-
puted for l-Bi at T=600 K and its angular momentum de-
composition in s, p, d, and f channels. The DOS shows a
strong deviation from the free-electron parabolic curve, hav-
ing two bands below the Fermi level with dominant s �lower-
band� and p �upper-band� characters. Such bands are sepa-
rated by an energy gap of �3.5 eV. This result, which
agrees with that obtained by Hafner and Jank17 using an
orthogonalized-plane-wave pseudopotential, is in marked

contrast with the nearly free-electron parabola exhibited by
SLMs.53

Within the real-space formalism employed in this work,
we have also computed the electrical conductivity ���� of
l-Bi using the Kubo-Greenwood formula61

���,�Ra�� =
2�e2

3me
2��

�
i,j

�f i − f j��Mij�2	�Ej − Ei − ��� ,

�9�

where � is the volume of the simulation box, me is the
electron mass, En is the eigenvalue for the nth state with
occupancy number fn, �Ra� is the ionic configuration of the
liquid, and Mij is the matrix element of the momentum op-
erator between the single-particle eigenvectors �i and � j, i.e.,
Mij = 
�i�p̂�� j�. Equation �9� was computed using several k
points of the simple cubic Brillouin zone using the expres-
sion

���� = �
k

���,k�w�k� , �10�

where w�k� is the weight of each of the k points.
The conductivity must satisfy the following sum rule �that

is a generalization of the sum rule of the oscillator strength�

S =
2me�

�e2Ne



0

�

����d� = 1, �11�

where Ne is the total number of the electrons of the system.
The value of S for the computed conductivity is smaller than
1 �S�0.95� since the calculation is performed for a finite
number of states. The dc conductivity is the value of ���� at
zero frequency. As it can be seen in Fig. 17, the computed
frequency-dependent conductivity is well compatible with
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FIG. 15. �Color online� Transverse current correlation function
CT�q , t� and its spectra CT�q ,�� for l-Bi at 600 K, at several q
values �in Å−1�.
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FIG. 17. Electrical conductivity of l-Bi at 600 K as computed
from the real-space approach employed in this work by using the
Kubo-Greenwood formula. The conductivity has been averaged
over five ionic configurations and four k points of the simple cubic
Brillouin zone. The arrow represents the experimental value ob-
tained for l-Bi at 673 K �Ref. 62�. The dashed line represents the
Drude curve fitted to the computed values for the conductivity �see
the text�.
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the experimental dc conductivity value of 7.4
�10−3 ��−1 cm−1.62

It has been shown53 that for SLMs the conductivity fits
very well the Drude-type function for free electrons

���� =
�

1 + �2
2 , �12�

where 
 is the relaxation time and � is the dc conductivity. In
contrast, the computed conductivity for l-Bi does not show a
Drude-type behavior �see Fig. 17�. For example, the conduc-
tivity has a significative hump centered around at 7 eV which
is related to the energy gap of 3.5 eV that appears in the DOS
below the Fermi level �from −5 to −8.5 eV, see Fig. 16�;
indeed, the lack of states in this gap prevents any transition
from the states within this energy range to unoccupied states
above the Fermi level.

IV. SUMMARY AND CONCLUSIONS

We have reported a comprehensive study of the static,
dynamic, and electronic properties of l-Bi in a thermody-
namic state near its melting point. The study has been per-
formed by means of 124-atom AIMD simulations based on
PARSEC,21,23 a real-space pseudopotential approach based on
DFT. The conclusions of our AIMD study can be summa-
rized as follows.

�i� The results for the static structure factor S�q� and the
pair-distribution function g�r� are in good agreement with
the available experimental data.5–7 They confirm that the
structure of l-Bi has some features reminiscent of the rhom-
bohedral structure of the crystal, where the first coordination
shell is decomposed into two subshells, each one containing
four atoms.

�ii� The computed first-order memory function of the self-
intermediate scattering function Fs�q , t�, which we analyze
within the framework of the mode-coupling ideas, is fitted to
an analytical expression which generalizes the well-known
viscoelastic model and provides a good description of the
computed Fs�q , t�. Moreover, it reproduces the double-peak
structure exhibited by the power spectrum of the velocity
autocorrelation function, Z���.

�iii� The calculated intermediate scattering function
F�q , t� shows at low-q values a strong diffusive component
which imposes a slow decay. The corresponding dynamic
structure factor S�q ,�� is in fair agreement with the INS
experimental data.8–11 In particular, S�q ,�� exhibits side
peaks, which are indicative of collective density excitations,
over a range of wave numbers up to q�1.4 Å−1, in keeping
with the experimental data of Shibata et al.10 Moreover, our
AIMD simulations suggest an important positive dispersion
effect of the density fluctuations of around 20%, which is
similar to the estimate made by Sani et al.11 from their INS
measurements.

�iv� We have explained the peculiar magnitude of the ex-
perimental width of the inelastic peak in S�q ,�� for q
�0.6 Å−1 as being related to the existence and behavior of
two propagating modes in this wave-vector region. For larger
q, only one of the modes survives and the damping turns to
behave in a similar way to other polyvalent metals.

�v� By analyzing the relaxation mechanisms for the den-
sity fluctuations on the basis of the different contributions to
the second-order memory function of F�q , t�, we suggest that
the thermal relaxation is the slow decaying channel, whereas
the viscoelastic relaxation is the fast decaying channel. This
is just the opposite of what has been found in some liquid
metals13,46 and may be attributed to the semimetal character
of Bi.

�vi� The spectra of the transverse current correlation func-
tions Ct�q ,�� has inelastic peaks within a wide q range.

�vii� Most static and dynamic properties of l-Bi show dif-
ferent trends from those typical of SLMs. Only the VACF
and the transverse currents show more similarities because
these properties are mainly determined by the short-range
order as quantified by the number of nearest neighbors. Liq-
uid Bi has �8 nearest neighbors, which is somewhat smaller
than the �10–12 neighbors typical of SLMs but it is not
small enough to induce qualitative changes in those proper-
ties.

�viii� The predicted values of the self-diffusion, adiabatic
sound velocity, and shear viscosity are in good agreement
with experimental data.41,54,60

�ix� The computed DOS curve shows a strong deviation
from the free-electron parabolic curve, with two bands below
the Fermi level with dominant s and p characters separated
by an energy gap of 3.5 eV, in marked contrast with the
behavior of SLMs such as l-Al.53 The predicted electrical
conductivity of l-Bi is in good agreement with the experi-
mental data.62
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APPENDIX A: CALCULATION OF MEMORY FUNCTIONS

The calculation of the memory function through a direct
application of Eq. �2� suffers from numerical instability, so
that small errors in the memory function for short times in-
crease rapidly for larger times. These problems are related to
the use of numerical derivatives. Here we show how to cir-
cumvent them leading to a numerically stable procedure. We
rewrite Eq. �2� as

Ḟ�x� = − 

0

x

d
M�
�F�x − 
� . �A1�

Integrating with respect to x from 0 to t, we get
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F�t� − F�0� = − 

0

t

dx

0

x

d
M�
�F�x − 
�

= − 

0

t

d





t

dxM�
�F�x − 
� =

− 

0

t

d
M�
�

0

t−


duF�u�

= − 

0

t

d
M�
�Y�t − 
� . �A2�

In a simulation F�t� is obtained at equidistant times tn=n	t.
From this, its integral Y�tn� is readily evaluated. Usually, the
initial value of the memory function M�0� is known; other-
wise, it can be estimated from the numerical second deriva-
tive of F�t� at t=0. Finally, discretization of the integral in
Eq. �A2� leads to a set of equations for M�tn� that can be
solved recursively in a straightforward way.

APPENDIX B: FITTING MODEL FOR THE
SINGLE-PARTICLE DYNAMIC PROPERTIES

The equations relating the Laplace transforms of Fs and
the memory functions include the t=0 values of these func-
tions �we drop the q dependence where it is not essential�.
These are obtained from the frequency moments as Fs,0
�Fs�q ,0�=�s

�0�, Ms,0�Ms�q ,0�=�s
�2� /�s

�0�, and Ns,0
�Ns�q ,0�=�s

�4� /�s
�2�−�s

�2� /�s
�0�. The expressions for these

moments are: �s
�0�=1, �s

�2��q�= 
�q ·v�2�= �kBT /m�q2,
�s

�4��q�= 
�q ·v�4+ �q ·a�2�=�s
�2��3�s

�2�+�E
2�, where v and a

denote the particle’s velocity and acceleration, kB is Boltz-
mann’s constant, m is the particle’s mass, and �E is the Ein-
stein frequency. The averages are readily obtained from the
simulation, so the initial values of the memory functions are
known.

As explained in the main text, Ms�q , t� is fitted to a sum of
four exponentials, including a pair of complex-conjugate
terms of high frequency and two more functions which are
the limit of the complex-conjugate terms for zero frequency,
namely,

Ms�q,t� = e−g1t�a1 cos��t� + b1 sin��t�� + e−g2t�a2 + b2t� .

�B1�

Imposing the values of Ms,0, Ṁs�q ,0�=0, and M̈s�q ,0�=
−Ms,0Ns,0, we end up with four free parameters �in particular,
we use g1, g2, �, and a1�. The Laplace transform reads

M̃s�q,z� =
a1�z + g1� + b1�

�2 + �z + g1�2 +
a2

z + g2
+

b2

�z + g2�2 , �B2�

which can be rewritten as P̃3�z� / P̃4�z�, where P̃n�z� denotes a
polynomial of degree n. Taking this expression to Eq. �3�, it

is noticed that F̃s�q ,z�= P̃4�z� / P̃5�z� and Ñs�q ,z�
= P̃2�z� / P̃3�z�, so that after a partial fraction decomposition
and inverse Laplace transformation we get Ns�q , t� and
Fs�q , t� as a sum of three and five exponential functions,
respectively. The exponents must appear as real or in pairs of

complex-conjugate terms. In all cases, we have obtained one
real and two pairs of complex-conjugate terms for Fs�q , t�,
and one real and a pair of complex-conjugate terms for
Ns�q , t�, as expressed in Eq. �4�. Note that by imposing the
value of Ns�t=0�=Ns,0 and a zero-frequency root in Ms�q , t�,
Eq. �4� turns into a four-parameter expression.

Finally, the time FT of Ms�q , t� can be obtained as

Ms�q ,��=Re�M̃s�q ,z= i��� /�. The first term in Eq. �B2�
leads to a typical stretched Lorentzian side peak at a fre-
quency near �. The other two terms lead to lines centered at
�=0, one of them Lorentzian in shape and the other given as
a squared Lorentzian. In all cases, the Lorentzian turned out
to have a positive coefficient and the squared Lorentzian a
negative coefficient with a combined net effect of a peak in
Ms�q ,�� at small �. This double-peak structure of Ms�q ,��,
with peaks at � �0 and ���, is forwarded, for q→0, to
the power spectrum of the VACF, Z���.

APPENDIX C: FITTING MODEL FOR THE
COLLECTIVE DYNAMIC PROPERTIES

The initial values of F�q , t� and its memory functions are
also given through the frequency moments ��0�, ��2�, and
��4�, whose expressions involve only the atomic positions,
velocities, and accelerations,12 and therefore they are readily
obtained from the AIMD simulations. These values are im-
posed in the fitting of the first-order memory function
M�q , t�.

In the GCM approach with n dynamic variables the inter-
mediate scattering functions and other correlation functions
are obtained as linear combinations of n exponential func-
tions with either real or complex amplitudes and exponents
�in the latter case in complex-conjugate pairs�. The real terms
correspond to relaxing �diffusionlike� modes while the
complex-conjugate pairs correspond to propagating modes.
The exponents of the functions are the eigenvalues of a gen-
eralized hydrodynamic matrix constructed from the variables
used in the GCM approach and the corresponding eigenvec-
tors specify explicitly the character of the eigenmodes. The
number of variables used is to some extent arbitrary but usu-
ally the three conserved hydrodynamic variables �density,
longitudinal current and energy density� are always consid-
ered. Additional variables can be added to these three, re-
flecting nonconserved variables that can be important outside
the hydrodynamic region, as, for instance, time derivatives of
the longitudinal current or of the energy density. Such a five-
variable approach has been studied in detail by Bryk and
collaborators,56 both analytically for small q, and numeri-
cally in a wide q region for Lennard-Jones systems and liq-
uid metals through MD simulations.

As mentioned in the main text, the most general GCM
approach cannot be followed in ab initio simulations. How-
ever from a mathematical point of view we know that the
results for F�q , t� within a five-variable approach will be
given by a sum of five exponentials. This immediately means
that the first memory function M�q , t� will be a sum of four
exponential terms and the second memory function N�q , t� a
sum of three exponential functions. The values of the expo-
nents and amplitudes in F�q , t�, M�q , t�, and N�q , t�, as well
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as their being real or complex, can �and do� change as a
function of q.

We have used this type of expression in order to fit the
simulation results, in particular, at the level of M�q , t�. We
found that for q�0.9 Å−1, two pairs of complex-conjugate
terms are needed whereas for 0.9�q�1.05 Å−1 a pair of
complex-conjugate terms and two real terms are required.
Now, for 1.05�q�1.80 Å−1 one of the real exponentials
becomes extremely fast decaying but with a very small am-
plitude. The net effect is that it is possible to incorporate it
into the other three exponential terms while in N�q , t� one of
the three exponentials changes into a Dirac delta function.
Within the range 1.80�q�2.5 Å−1, two pairs of complex-
conjugate terms are again necessary to achieve a good fit;
and, finally, up to q�3 Å−1 the best fit is obtained with the
same model as for Ms�q , t�, namely, that corresponding to a
zero-frequency term and a high-frequency term.

As we have just stated, the form of the second-order
memory function is given either as a sum of three exponen-
tial terms or as two exponentials and a Dirac delta function.
In this second case, which applies when q is in the range
1.05�q�1.8 Å−1, the two exponentials are always real and,
therefore, the model for N�q , t� comprises a slowly decaying
term, another that decays fast and finally an “instanta-
neously” decaying one,

N�q,t� = As exp�− gst� + Af exp�− gft� + 2Bi	�t� ,

Ñ�q,z� =
As

z + gs
+

Af

z + gf
+ Bi. �C1�

In a small q range of the three exponential region for
N�q , t�, namely, for 0.9�q�1.0 Å−1, the three terms are
real, with components decaying slowly, fast, and very fast,

N�q,t� = As exp�− gst� + Af exp�− gft� + Av exp�− gvt� ,

Ñ�q,z� =
As

z + gs
+

Af

z + gf
+

Av

z + gv
. �C2�

Finally, in the rest of the q range studied, two of the terms
are complex conjugate of each other and one is real, leading
to the expressions

N�q,t� = As exp�− gst� + exp�− gft��Af cos��t� + Bf sin��t�� ,

Ñ�q,z� =
As

z + gs
+

Af�z + gf� + Bf�

�2 + �z + gf�2 . �C3�

Therefore, we have a slow and a fast �oscillating� term.
We stress that the model for N�q , t� is always a three-

exponential model; it is only the values of the coefficients
that change with q.

The separation into a slow part and the rest �fast or fast
plus very fast� is important in order to understand the physi-
cal origin of these terms. In particular, if the slow component
is related to thermal relaxation, then its initial value will be

connected to the generalized specific heat ratio ��q� through
the relation

As�q� = M�q,0����q� − 1� . �C4�

On the other hand, if the slow component is related to vis-
coelastic relaxation, then the relation with ��q� is

As�q� = N�q,0� − M�q,0����q� − 1� . �C5�

These two possibilities, together with the expected variation
in ��q� with q, and, in particular, its value for q→0, are used
in the text in order to establish the physical origin of the
different terms.

We indicate now the expressions obtained for F�q , t�
within the different q regions. In the two exponentials plus
delta function region, F�q , t� is given as a sum of four expo-
nential terms, of which two are real and the other two are
complex conjugate of each other,

F�q,t� = A1 exp�− D1t� + A2 exp�− D2t� + exp�− �1t�

��B1 cos��1t� + C1 sin��1t�� . �C6�

In a small q region, between 0.9 and 1.05 Å−1, an additional
real exponential appears, so a term A3 exp�−D3t� must be
added to the previous expression. Finally, in the rest of the q
region, which includes both the long-wavelength region and
the first peak of S�q�, the intermediate scattering function
comprises a real exponential and two pairs of complex-
conjugate terms,

F�q,t� = A1 exp�− D1t� + exp�− �1t��B1 cos��1t�

+ C1 sin��1t�� + exp�− �2t��B2 cos��2t�

+ C2 sin��2t�� . �C7�

Note that the contribution of an exponential term of F�q , t� to
the dynamic structure factor S�q ,�� has the Lorentzian form

1

�

AjDj

�2 + Dj
2 , �C8�

while a damped oscillatory term will contribute to S�q ,��
with the term

1

�

�Bj� j + Cj� j��c;j
2 + �Bj� j − Cj� j��2

��2 − �c;j
2 �2 + 4� j

2�2 , �C9�

where �c;j
2 =� j

2+� j
2. Sometimes the term in the numerator

proportional to �2 is neglected; for instance, in the model
used by Sani et al.11 to fit the inelastic line obtained from
their experimental measurements �incidentally, their damping
factor is equivalent to twice our ��. However, as we indicate
in the main text, this neglect leads to an “effective” damping
factor smaller than the real one.

Finally, it should be noted that we define the “amplitude”
of a damped propagating mode as the modulus of the com-
plex number �Bj + iCj�, i.e., as �Bj

2+Cj
2, while the amplitude

of a diffusivelike mode is defined as �Aj�.
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